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• We mix parts of sequences to learn semantics
• Since ~2017, in NLP, predominantly: 

• Recent work propose lighter attention variants (sparsity, randomicity, etc..)

• The authors get rid off attention

Can we use simpler, lighter mixing strategies 
and retain expressiveness (and performance)?

Linear mixing and Fourier Transform are promising avenues 



Vaswani et al.

FNet encoder 



FNet encoder 

Discrete Fourier Transform
Original sequence

Output sequence
Sinewaves

• Output: (complex) weighted sum of sine 
waves at different frequencies

• Non-parametric, deterministic
• Each input contributes to each output
• From “time” to “frequency” domain



Discrete Fourier Transform

Input tokens

New mixing:
• Two 1D DFT along hidden and sequence
• Take the Real part

FNet encoder 



FNet

Discrete Fourier Transform

Input tokens

New mixing:
• Two 1D DFT along hidden and sequence
• Take the Real part



FNet

Intuition:
• Going back and forth between “time” and 

frequency domain*
• In “frequency”, the FF sublayer performs a 

(large kernel) convolution 

* almost. The resulting DFT cannot be inverted since only the real part is taken.



Can we use simpler, lighter mixing strategies 
and retain expressiveness (and performance)?

Transfer Learning
• MLM & NSP pre-training (dropped in [v2]) 🤔

• C4 dataset (Raffel et al., 2019) 

• GLUE benchmark
• Speed and accuracy trade-off

Long-Range Arena benchmark (Tay et al., 2020)
• Tasks with long range dependencies
• Vanilla Transformer is (by a small margin) the second most accurate
• Performer (Choromanski et al., 2020) is the fastest



• Test FNet against 4 models

BERT Linear mixing

Random mixing Feed Forward-only
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Transfer learning 



• BERT is more expressive thanks to task specific, per token weights
• Linear and FNet are less accurate but much faster
• Not all the mixings are valid…
• … but they are required
• FNet-Hybrid uses attention in the last two layers

Transfer learning: MLM and NSP pre-training 

Results on TPU (4 x 4 v3) Pre-training milliseconds per step with 
BS of 64 on GPU and 256 on TPU



Transfer learning: MLM and NSP pre-training 



Transfer learning: GLUE

• Results match the ones from pre-training
• Linear encoder is still slightly more accurate but slower than FNet

• With larger models, Linear gets worse 



Long-Range Arena benchmark



The authors’ take

• Linear units may work as a drop-in replacement for the attention 
mechanism

• FNets achieve 92 and 97% of BERT-Base and BERT-Large counterparts’ 
accuracy on GLUE but train seven times faster on GPUs and twice on 
TPUs

• FNet is comparable to efficient Transformers on LRA benchmark, with a 
lighter memory footprint

• FNet can be a lightweight, distilled student model for resource-
constrained settings



My take

• The performance drop is significant
• Linear encoder is as competitive as FNet (see MLP-Mixer, Tolstikhin et 

al., 2021)
• Results from the hybrid model are interesting: does the scaled dot-

product attention act as a pooler of raw, unrouted information?



My take

• The performance drop is significant
• Linear encoder is as competitive as FFT (see MLP-Mixer, Tolstikhin et al., 

2021)
• Results from the hybrid model are interesting: does the scaled dot-

product attention act as pooler of raw, unrouted information?

Thanks!


