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Multitask, Zero-Shot
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Crazy, right?



Prompting

(A clever NLP trick)




Prompting

Key ingredient: a S2S model

Output

*gome magic in here

Encoder Decoder

Input



Prompting

Key ingredient: a S2S model

Lucy has one apple left.

*aome magic in here

Encoder Decoder

T

Lucy has three apples.
She sells two of them.
How many apples does Lucy have left?
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Prompting

Key ingredient: a S2S model

It's summary

*gome magic in here

Encoder Decoder

T

A newspaper article

N



Prompting

Key ingredient: a S2S model

{gold label}

*aome magic in here

Encoder Decoder

T

| have this tweet: {tweet}.
Is it hateful against women?
Answer Yes or No.
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Unified Prompt Format

QQP (Paraphrase) XSum (Summary)
1 1 1 1
1 1 1
1 1 1
Questioni How is air traffic controlled? Document The picture appeared on the wall of a
Poundland store on Whymark Avenue...
Question2 | How do you become an air traffic controller?
L U Summary Graffiti artist Banksy is believed to be
- | Label 0 — behind. ..
. . N . .
{Question1} {Question2} I received the questions {Document} First, please read the article:
Pick one: These questions "{Question1}" and How would you {Document}
are duplicates or not "{Question2}". Are they rephrase that in Now, can you write me an
duplicates. duplicates? P a few words? extremely short abstract for it?

[} {Choices[label]} <) [} {Choices[label]} <J ( {Summary} ] ( {Summary} ]

- Prompt: a input, output template
- Both formal and creative prompts

. ~8 prompts per dataset
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Amazon Review Polarity
{title}, {content}, {label}

Input Template:

Input Template:

You are considering whether to buy a product. You look at the reviews.
Would the following review {{answer_choices[0]}} or
{{answer_choices[1l]}} the chances of you buying the product?
! Review title: {{title}}

Product review: {{content}}

1
Target Template:

{{answer_choices[label]}}

A

Answer Choices Template: =~ decrease ||| increase
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Held-out tasks

BIG-bench suite

arxiv-ed yesterday!
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https://arxiv.org/abs/2206.04615

On the number of prompts

More is better

Natural Language Inference
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My takes

If you do NLP, prompting is a now thing
Crazy, beautifully formulated, effective idea

Community effort, one-year long project

Gap between builders and users

Is it true generalization?

19






